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Abstract 

The backpropagation method is a computer technique to help predict and sort data. This 

method is usually used to change the connection between parts of the computer's brain in the 

hidden layer. Meanwhile, the Nervous System Network (ANN) is an information-processing 

system that is very similar to the function of human brain cells. Value is a benchmark for a 

student's graduation, if the student's score is getting better, the more opportunities for the 

student's graduation. In predicting this pass using the method of Artificial Neural Networks 

(ANN), namely Backpropagation, and using Matlab software with the MSE (Mean Square Error) 

result of 0.099512. 
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1. INTRODUCTION 

In education, grades are a benchmark for assessing students' ability to understand what 

they understand at school. This means that during the learning process, a good relationship is 

created between teachers and students, especially in the learning subjects that are tested 

nationally, namely Natural Sciences, Indonesian, and Mathematics [1]. 

Prediction has the meaning of guessing or forecasting something that will happen in the 

future. The prediction process can be carried out with data sets whose patterns are recognized. 

There is a way To predict what is possibly happening in the future with the tool specifically 

mentioned  algorithm. This tool can help predict things happen in a way regular or things change 

over time [2]. 

Several studies have been carried out, such as research conducted by Hetty Rohayani and 

Muhammad Choirul Umam using backpropagation algorithm calculations to predict study 

program determination based on student grades with a data sample of 50 for training data and test 

data. In this study, the backpropagation method used classification performance with Rapidminer 

software and produced the greatest accuracy of 77.42% [3]. Research conducted by Nur Nafi'iyah 

analyzed the backpropagation algorithm with SVM in predicting national exam scores in first-

level schools using 701 dataset lines, 561 lines for training, and 140 lines for testing but the 

method between backpropagation and SVM produced the lowest MSE value, namely 

backpropagation with The average MSE is 103.3 but if you use the SVM algorithm it produces a 
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total MSE value of 200 [4]. Research by Harly Okrana, Muhammad Ridwan Lubis, and Jaya Tata 

Hadinata with the title TOEFL graduation prediction using the resilient backpropagation method 

with processed data of 182 student data in 2016-2018 with a very good accuracy level of 100% 

with a small MSI value of 0.00342 with an epoch value that is also small, namely 5 [5]. 

2. RESEARCH METHODS 

Artificial Neural Network (ANN) is a system processing information that is very similar to 

the function of human brain cells. The Backpropagation method uses learning rules to correct 

errors and is classified as monitoring or supervising training. The Backpropagation method is a 

form of artificial intelligence ( Artificial Intelligence ) in computer science that is widely used to 

make it easier to solve various problems related to prediction [6]-[10]. 

 

2.1. Research Stages 

 
Figure 1. Research Stages/Flow 

The stages of research work are problem identification, literature study, 

collecting data, understanding the data, carrying out the backpropagation process to get 

results, and getting the results you want to get. This analysis is very necessary to test the 

accuracy of data processing using the backpropagation method [11]. 

In research Using exam score data, the data that has been collected will be 

processed to determine the predicted results of elementary school students' graduation 

using the backpropagation method. The Backpropagation method itself is a computer 

technique that helps predict and sort data. This method is usually used to change 

connections between parts of the computer's brain in hidden layers [12]. 

backpropagation architecture, backpropagation has the meaning of a learning 

supervision model on Neural System Networks (ANN) to teach computers how to do 

something. This can help to find a good balance between what they do and the examples 

they learn and practice [13]. The architectural design of backpropagation consists of 3 

network models, an input layer, a hidden layer, and an output layer [14]. 
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Figure 2. ANN- Backpropagation 

Artificial Neural Networks have several layers [15], namely: 

1. Input Layers 

This input layer consists of special parts called neurons that get information from the 

outside world. This information is like describing a problem. 

2. Hide layers 

The special parts that help in thinking and learning are called hidden layers, and each 

hidden part is called a neuron. 

3. Output Layer 

Each neuron in the outer layer is called an output neuron and this layer is responsible for 

providing the final answer or result of the problem that is tried to be solved using Artificial 

Neural Networks (ANN). 

Meanwhile, for backpropagation method training, there are 3 phases [16], namely: 

1. Feedforward (Forward Propagation) 

When a computer gets information, it uses a special method called “input processing” to 

figure out what to do. This method has different steps, such as setting things up first and doing 

calculations to get the right answer. It's like a puzzle that the computer solves to give a 

response to the user. 

2. Backpropagation (backpropagation) 

Backpropagation is when finding out how wrong a computer network is by comparing 

what it predicted with what it should have predicted. Start at the edge of the network and work 

backward to find an error. 

3. Weight Change 

2.2. Data Collection Stages 

1. Observation  

Observation is the observation of things that will be noticed or learned by looking closely 

or finding clues. This can be done in a variety of ways and there is no limit to what can be 

observed [17]. 

2. Interview  

Interview is a special kind of conversation in which a group of people ask questions of 

others to find out information. It is different from ordinary conversation because it has a 

specific goal and the person wants to learn something [18]. 

3. Literature review 

A literature review is collecting data using the library method, meaning collecting various 

types of written information such as articles and journals to study certain topics or to find 

materials, [19] to be written according to the case of graduation predictions using the 

backpropagation method. 

4. Data Normalization 
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When processing data you can use various types of data: training data, testing data, and 

real data. Training data is used when conducting tests, such as student grades. Test data is 

accompanying input data, such as information that needs to be used for testing. Real data is 

actual information used in real life or real data [20]. 

 

3. RESULTS AND DISCUSSION 

The research data used was 150 data that had been processed and normalized. Network 

training with Matlab uses epoch parameters of 10, a goal (error) or error limit of 0.001, learning 

rate of 0.2. and using sigmoid activation (logsig). From these results, the MSE (Mean Square 

Error) value is obtained. The output graph of the network research results on 150 data records can 

be seen in Figure 3. Meanwhile, the process of running the neural network in Matlab can be seen 

in Figure 4. 

The data taken for this research was obtained from elementary schools, which are the results 

of the try-out test scores of students and girls there. The data collected contains three types of 

subjects, namely Mathematics, Science, and Indonesian, which are the subjects that will be 

included in the national exam later. You can see Table 1 below. 

 
Table 1 . Data table for students' TO scores ... 

 

 
Figure 3 . JST Backprogation research results 
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Figure 4. Backpropagation program from Training 

 

 
Figure 5. Regression Training Results (plot regression) 
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Figure 6. Process of ANN Regression Results in Matlab 

Based on the formula below, this is a step to separate the research dataset for training and 

testing data. Where later the calculations will be continued using source code with Matlab. 

𝑥′ =
0,8 (𝑥−𝑏)

(𝑎−𝑏)
+ 0,1(1) 

 

Below is the Training and Testing code with the Backpropagation program. Where this 

training is, to initialize and make weight changes to student grade data. For the Testing code, is 

used to predict graduation data using data results that have been changed in the previous Training 

code 

 

 

CONCLUSION 

#TRAINING 

load ('data latih1.mat'); 

load ('target latih1.mat'); 

hidden layer=6; 

output=1; 

net=newff (min-max (data latihl), (hidden layer, 

output], ('logsig', 'logsig'), 'traingd'); 

net.performFcn='mse’; 

net.trainparam.epochs=10;  

net.trainparam.goal=0.001; 

net.trainparam.Ir=0.2; 

net=init (net); 

[net,tr]=train (net, data latihl,target latihl); 

 

#TESTING 

load ('data ujil.mat'); 

jumlahData=30; 

y=sim (net, data uji); 

kelas=zeros (1, jumlahData); 

disp ('Hasil Pengujian'); 

 

for la=1: jumlahData) 

if (y(1)>=0.9) 

   disp ('kelas 6b'); 
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After conducting research on predictions of elementary school students' graduation using 

Artificial Neural Networks - Backpropagation. Previously, graduation predictions used manual 

methods which were still less accurate. This research is able to determine and predict elementary 

school students' graduation even better. Implementation of graduation after using the 

Backpropagation method with the Matlab Application, can calculate student graduation data 

which is done in two ways, namely by Training (Training) and Testing (Testing) where this 

method can better determine and predict the graduation of Elementary School Students. 

 

REFERENCES 

[1] Ahmad, R. A., Nafi’iyah, N., & Mujilahwati, S. (2020). Prediksi Nilai Calon Mahasiswa 

dengan Algoritma Backpropagation (Studi Kasus: Data Kaggle). Jurnal Nasional 

Komputasi dan Teknologi Informasi, 3(1). 

[2] Sari, S. K., & Manurung, J. (2020). Implementasi Jaringan Syaraf Tiruan Untuk 

Memprediksi Tingkat Pemahaman Siswa Pada Mata Pelajaran Ujian Akhir Sekolah 

(UAS) Di SD Mis An Nur Sukamandi Menggunakan Metode Backpropragation. Jurnal 

Ilmu Komputer dan Sistem Informasi (JIKOMSI), 3(1.1), 283-292. 

[3] Rohayani, H., & Umam, M. C. (2022). Prediksi Penentuan Program Studi Berdasarkan 

Nilai Siswa dengan Algoritma Backpropagation. Journal of Information System 

Research (JOSH), 3(4), 651-657. 

[4] Nafi'iyah, Nur. "Analisis Algoritma Backpropagation Dengan Svm Dalam Hasil 

Prediksi Nilai Ujian Nasional Pada Sekolah Tingkat Pertama." Informatika 12.1 (2020): 

5-13. 

[5] Revi, A., Solikhun, S., & Poningsih, P. (2019). Peramalan Jumlah Tindak Pidana 

Menurut Kepolisian Daerah Dengan Algoritma Backpropagation. Seminar Nasional 

Sains dan Teknologi Infromasi (SENSASI), 246 – 250 

[6] W. Saputra, J. T. Hardinata, and A. Wanto, “Implementation of Resilient Methods to 

Predict Open Unemployment in Indonesia According to Higher Education Completed,” 

JOURNAL OF INFORMATICS AND TELECOMMUNICATION ENGINEERING, 

vol. 3, no. 1, pp. 163–174, Jul. 2019. 

[7] N. L. W. S. R. Ginantra, M. A. Hanafiah, A. Wanto, R. Winanjaya, and H. Okprana, 

“Utilization of the Batch Training Method for Predicting Natural Disasters and Their 

Impacts,” IOP Conf. Series: Materials Science and Engineering, vol. 1071, no. 1, p. 

012022, 2021. 

[8] T. Afriliansyah et al., “Implementation of Bayesian Regulation Algorithm for 

Estimation of Production Index Level Micro and Small Industry,” Journal of Physics: 

Conference Series, vol. 1255, no. 1, pp. 1–6, 2019. 

[9] Y. Andriani, A. Wanto, and H. Handrizal, “Jaringan Saraf Tiruan dalam Memprediksi 

Produksi Kelapa Sawit di PT. KRE Menggunakan Algoritma Levenberg Marquardt,” 

Prosiding Seminar Nasional Riset Information Science (SENARIS), vol. 1, no. 

September, pp. 249–259, 2019. 

[10] A. Wanto and J. T. Hardinata, “Estimations of Indonesian poor people as poverty 

reduction efforts facing industrial revolution 4.0,” IOP Conference Series: Materials 

Science and Engineering, vol. 725, no. 1, pp. 1–8, 2020. 

[11] Okprana, Harly, Muhammad Ridwan Lubis, and Jaya Tata Hadinata. "Prediksi 

Kelulusan TOEFL Menggunakan Metode Resilient Backpropagation." JEPIN (Jurnal 

Edukasi dan Penelitian Informatika) 6.2 (2020): 275-279. 

[12] Buah Dengan Metode Jaringan Syaraf Tiruan Backpropagation (Studi Kasus: Cv. 

Arjuna 999)”, Jurnal Pengembangan Teknologi Informasi Dan Ilmu Komputer, Vol. 4, 

No. 6, Hlm. 1667-1674, Juni 2020. 

[13] Christian Dwi Suhendra, Ade Chandra Saputra, “Penentuan Parameter Learning Rate 

Selama Pembelajaran Jaringan Syaraf Tiruan Backpropagation Menggunakan 



Applied Science and Technology Research Journal   Volume 2 Number 2, November 2023 

e- ISSN : 2963-6698  

 https://journal.upy.ac.id/index.php/ASTRO/index 

 

80  

Algoritma Genetika”, Jurnal Teknologi Informasi (Jti) Jurnal Keilmuan Dan Aplikasi 

Bidang Teknik Informatika, Vol 14 No 2, Palang Karya, Agustus 2020. 

[14] Ghufron Zaida Muflih, Sunardi, Anton Yudhana, (2020) “Jaringan Saraf Tiruan 

Backpropagation Untuk Prediksi Curah Hujan Di Wilayah Kabupaten Wonosobo”, 

Journal Of Mathematics Education, Science And Technology Vol. 4, No. 1, Hal 45-56, 

Yogyakarta, Juli 2019 

[15] Guntoro, Loneli Costaner, Lisnawita, “Prediksi Jumlah Kendaraan Di Provinsi Riau 

Menggunakan Metode Backpropagation” Jurnal Ilmiah Ilmu Komputer Vol. 14, No. 1 

Februari 2019. 

[16] Benita Salsabila, Imam Cholissodin, Indriati, (2020) “Prediksi Permintaan Keripik 

Buah Dengan Metode Jaringan Syaraf Tiruan Backpropagation (Studi Kasus: Cv. 

Arjuna 999)”, Jurnal Pengembangan Teknologi Informasi Dan Ilmu Komputer, Vol. 4, 

No. 6, Hlm. 1667-1674, Juni 2020. 

[17] Widayati, Noor, and Faizal Aco. "Pemanfaatan Dana Desa (DD) di Desa Argomulyo 

Kecamatan Cangkringan Kabupaten Sleman." Jurnal Enersia Publika: Energi, Sosial, 

dan Administrasi Publik 3.2 (2020). 

[18] Ismail, Idi Adman. "Efektifitas Organisasi Kantor Unit Penyelenggara Bandar Udara 

Sangu Buntok." Syntax Literate; Jurnal Ilmiah Indonesia 7.12 (2022): 16186-16206. 

[19] Marizan, Yosi. "Studi Literatur Tentang Penggunaan Software Autodesk Revit Studi 

Kasus Perencanaan Puskesmas Sukajadi Kota Prabumulih." JURNAL ILMIAH 

BERING'S 6.01 (2019): 15-26.Genetics ”, Journal Technology Information ( Jti ) 

Journal Science and Applications Informatics Engineering , Vol 14 No 2, Palang Karya 

, August 2020. 

[20] Ghufron Zaida Muflih, Sunardi , Anton Yudhana , (2020) “ Backpropagation Neural 

Networks for Rainfall Prediction _ In the Regency Area Wonosobo ”, Journal Of 

Mathematics Education, Science And Technology Vol. 4, no. 1, Pages 45-56, 

Yogyakarta, July 2019 

[21] Guntoro , Loneli Costaner , Lisnawita , “ Predictions Amount "Vehicles in Riau 

Province Use the Backpropagation Method" Journal Scientific Computer Science Vol. 

14, no. February 1 , 2019. 

[22] Benita Salsabila, Imam Cholissodin , Indriati , (2020) “ Prediction Request Chips Fruit 

By Network Method Nerves Backpropagation Imitation ( Case Study : Cv. Arjuna 

999)”, Journal Development Technology Information And Computer Science , Vol. 4, 

no. 6, Pg . 1667-1674, June 2020. 

[23] Widayati , Noor, and Faizal Aco. "Utilization of Village Funds (DD) in Argomulyo 

Village Subdistrict Cangkringan Sleman Regency ." Journal Energy Publica : Energy , 

Social , and Administration Public 3.2 (2020). 

[24] Ismail, Idi Adman. " Effectiveness Organization of the Sangu Buntok Airport 

Organizing Unit Office ." Syntax Literate; Journal Indonesian Science 7.12 (2022): 

16186-16206. 

[25] Marizan, Yosi. "Study of literature About Use of Autodesk Revit Software Case Study 

Planning Public health center Sukajadi, Prabumulih City ." BERING'S SCIENTIFIC 

JOURNAL 6.01 (2019): 15-26. 

 

https://journal.upy.ac.id/index.php/ASTRO/index

